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COMPLETE CONVERGENCE FOR ARRAYS OF

ROWWISE ASYMPTOTICALLY NEGATIVELY

ASSOCIATED RANDOM VARIABLES

Hyun-Chull Kim*

Abstract. Let {Xni, i ≥ 1, n ≥ 1} be an array of rowwise asymp-
totically negatively associated random variables and {ani, i ≥ 1, n ≥
1} an array of constants. Some results concerning complete conver-
gence of weighted sums

∑n
i=1 aniXni are obtained. They generalize

some previous known results for arrays of rowwise negatively asso-
ciated random variables to the asymptotically negative association
case.

1. Introduction

Let (Ω,F ,P) be a probability space, and {Xn, n ≥ 1} be a sequence
of random variables defined on this space.

A finite family of random variables {Xi, 1 ≤ i ≤ n} is said to be
negatively associated(NA) if for every pair of disjoint subsets A and B
of {1, 2, · · · , n}, and any coordinatewise nondecreasing functions f on
RA and g on RB

Cov(f(Xi, i ∈ A), g(Xj , j ∈ B)) ≤ 0,

whenever f and g are such that covariance exists.
An infinite family of random variables is negatively associated if every

finite subfamily is negatively associated. The notion of negative associa-
tion was first introduced by Block et al. (1982). Joag-Dev and Proschan
(1983) showed that many well known multivariate distributions possess
the negative association property. The negative association property has
aroused wide interest because of numerous applications in reliability the-
ory, percolation theory and multivariate statistical analysis. In the past
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decades, many researchers studied in the different aspects: the moment
inequalities by Su et al. (1997), Shao (2000) and Huang and Xu (2002),
the almost sure convergence by Matula (1992), the weak convergence
by Su et al. (1997), the complete convergence by Liang and Su (1999),
Shao (2000), Huang and Xu (2002) and Li and Zhang (2004).

A new kind of dependence structure called asymptotically negative
association was proposed by Zhang ([14], [15]), which is a useful weak-
ening the definition of negative association.

Definition 1.1. [13] A sequence {Xn, n ≥ 1} of random variables is
said to be asymptotically negatively associated(ANA) if

ρ−(r) = sup{ρ−(S, T ) : S, T ⊂ N, dist(S, T ) ≥ r} → 0 as r → ∞,

where

ρ−(S, T ) = 0 ∨ { Cov(f(Xi, i ∈ S), g(Xj , j ∈ T ))

(V ar(f(Xi, i ∈ S)))1/2(V ar(g(Xj , j ∈ T )))1/2
;

f on RS , g on RT }
Here, f and g are coordinatewise increasing functions.

It is obvious that a sequence of asymptotically negatively associated
random variables is negatively associated if and only if ρ−(1) = 0. Com-
pared to negative association, asymptotically negative association de-
fines a strictly larger class of random variables (for detail examples, see
Zhang [14]). Consequently, the study of the limit theorems for asymptot-
ically negatively associated sequences is of much interest. For example,
Zhang [15] proved the central limit theorem, Wang and Lu [11] obtained
some inequalities of maximum of partial sums and weak convergence,
Wang and Zhang [12] established the law of the iterated logarithm and
Yuan and Wu [13] showed limiting behavior of the maximum sums.

The aim of this paper is to obtain some results concerning complete
convergence of weighted sums

∑n
i=1 aniXni, where {ani, i ≥ 1, n ≥ 1}

is an array of constants and {Xni, i ≥ 1, n ≥ 1} is an array of rowwise
asymptotically negatively associated random variables and to generalize
some previous results for arrays of rowwise negatively associated random
variables to the asymptotically negative association case.

2. Preliminaries

We start our study from introducing a few definitions and lemmas
needed in the main results.
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Definition 2.1. An array {Xni, i ≥ 1, n ≥ 1} of random variables
is said to be stochastically dominated by a random variable X if there
exists a positive constant D such that

P{|Xni| > x} ≤ DP{|X| > x}
for all x ≥ 0, i ≥ 1 and n ≥ 1.

Definition 2.2. A real-valued function h(x), positive and measur-
able on [A,∞) for some A > 0, is said to be slowly varying if

lim
x→∞

h(xλ)

h(x)
= 1

for each λ > 0.

From the definition of asymptotically negative association, we have
the following lemma.

Lemma 2.3 ([13]). Nondecreasing or nonincreasing functions defined
on disjoint subsets of an ANA sequence {Xn, n ≥ 1} with mixing co-
efficients ρ−(s) is also ANA with mixing coefficients not greater than
ρ−(s).

Wang and Lu([11]) proved the following Rosenthal type inequality for
asymptotically negatively associated random variables (see also [13]):

Lemma 2.4. For a positive integer N ≥ 1, real numbers p ≥ 2 and
0 ≤ r < (1/(6p))p/2, if {Xi, i ≥ 1} is a sequence of asymptotically
negatively associated random variables with ρ−(N) ≤ r, EXi = 0 and
E|Xi|p < ∞ for every i ≥ 1, then for all n ≥ 1, there is a positive
constant D = D(p,N, r) such that

E max
1≤i≤n

|
i∑

j=1

Xj |p ≤ D(
n∑

i=1

E|Xi|p + (
n∑

i=1

EX2
i )

p/2).

The following lemmas are well known results.

Lemma 2.5 ([1]). If h(x) > 0 is a slowly varying function as x → ∞,
then

(i) limx→∞
h(x+u)
h(x) = 1 for each u > 0;

(ii) limx→∞ sup2k≤x<2k+1
h(x)
h(2x) = 1;

(iii) limx→∞ xδh(x) = ∞, limx→∞ x−δh(x) = 0 for each δ > 0;

(iv) C2krh(ϵ2k) ≤
∑k

j=1 2
jrh(ϵ2j) ≤ C2krh(ϵ2k) for every r > 0, ϵ > 0

and positive integer k;
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(v) C2krh(ϵ2k) ≤
∑∞

j=k 2
jrh(ϵ2j) ≤ C2krh(2k) for every r > 0, ϵ > 0

and positive k.

Lemma 2.6 ([11]). Let {Xn, n ≥ 1} be a sequence of random variables
which is stochastically dominated by a random variable X. Then for any
p > 0 and x > 0,

(i) E|Xn|pI[|Xn| < x] ≤ C{|X|pI[|X| < x] + xpP (|X| ≥ x)},
(ii) E|Xn|pI[|Xn| ≥ x] ≤ CE|X|pI[|X| ≥ x].

3. Main results

Theorem 3.1. Let q ≥ 2 and integer N ≥ 1. Let {Xni, i ≥ 1, n ≥ 1}
be an array of rowwise ANA random variables with mixing coefficients
ρ−(s) such that ρ−(N) < ( 1

6q )
q/2 and {ani, i ≥ 1, n ≥ 1} be an array of

real numbers. Let {cn, n ≥ 1} be a sequence of positive real numbers.
If for some q ≥ 2, 0 < t < 2 and any ϵ > 0 the following conditions are
fulfilled

(a)
∑n

i=1 P [|aniXni| ≥ ϵn
1
t ] = o(1),

(b)
∑∞

n=1 cn
∑n

i=1 P [|aniXni| > ϵn
1
t ] < ∞,

(c)
∑∞

n=1 cnn
− q

t
∑n

i=1 |ani|qE|Xni|qI[|aniXni| < ϵn
1
t ] < ∞,

(d)
∑∞

n=1 cnn
− q

t (
∑n

i=1 a
2
niEX2

niI[|aniXni| < ϵn
1
t ])q/2 < ∞,

then for any ϵ > 0
(3.1)
∞∑
n=1

cnP [ max
1≤k≤bn

|
k∑

i=1

(aniXni − aniEXniI[|aniXni| < ϵn
1
t ])| > ϵn

1
t ] < ∞.

Proof. The proof is similar to that of Theorem 2.1 in [9] for NA
random variables. For completeness we repeat it here. It is obvious that
if the series

∑∞
n=1 cn is convergent, then (3.1) holds. Therefore we will

consider only the case that the series
∑∞

i=1 cn is divergent.
Let

Yni = XniI[|aniXni| < ϵn
1
t ] +

ϵn
1
t

ani
I[aniXni ≥ ϵn

1
t ]

− ϵn
1
t

ani
I[aniXni ≤ −ϵn

1
t ],

Zni = Yni − EYni,

and
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Tnk =

k∑
i=1

Zni.

Then {Tnk, n ≥ 1, k ≥ 1} is an array of rowwise ANA random variables
by Lemma 2.3. By (a), for sufficient large n we have

P [ max
1≤k≤n

|
k∑

i=1

(aniXni − aniEXniI[|aniXni| < ϵn
1
t ])| > ϵn

1
t ]

≤ C[

n∑
i=1

P [|aniXni| > ϵn
1
t ] + ϵ−qn− q

tE( max
1≤i≤n

|Tni|)q].

Using the Cr inequality we can estimate

E|Yni − EYni|r

≤ C(E|Xni|rI[|aniXni| < ϵn
1
t ] +

n
r
t

|ani|r
P (|aniXni| ≥ ϵn

1
t )).

Thus by the above estimations and Lemma 2.4 we obtain

(3.2)

P [ max
1≤k≤n

|
k∑

i=1

(aniXni − aniEXniI[|aniXni| < ϵn
1
t ])| > ϵn

1
t ]

≤ C{
n∑

i=1

P [|aniXni| > ϵn
1
t ]

+ n− q
t (

n∑
i=1

|ani|qE|Xni|qI[|aniXni| < ϵn
1
t ])

+ n− q
t (

n∑
i=1

a2niE|Xni|2I[|aniXni| < ϵn
1
t ])q/2}.

Therefore from (b), (c), (d) and (3.2) the result (3.1) follows.

Corollary 3.2. Let q ≥ 2 and integer N ≥ 1. Let {Xni, i ≥ 1, n ≥
1} be an array of rowwise ANA random variables with mixing coefficients
ρ−(s) such that

ρ−(N) < ( 1
6q )

q/2 and EXni = 0, and E|Xni|p < ∞

for i ≥ 1, n ≥ 1 and 1 < p ≤ 2. Let {ani, i ≥ 1, n ≥ 1} be an array of
real numbers satisfying the condition
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(3.3)
n∑

i=1

|ani|pE|Xni|p = O(nδ) as n → ∞,

for some 0 < δ < 2
q and q > 2.

Then, for any ϵ > 0 and αp ≥ 1

(3.4)

∞∑
n=1

nαp−2P [ max
1≤i≤n

|
i∑

j=1

anjXnj | > ϵnα] < ∞.

Proof. Put cn = nαp−2, t = 1
α in Theorem 3.1. Then by (3.3) we

have
∞∑
n=1

cn

n∑
i=1

P [|aniXni| > ϵn
1
t ]

< ϵ−p
∞∑
n=1

nαp−2
n∑

i=1

|ani|pE|Xni|p

nαp

≤ C

∞∑
n=1

n−2+δ < ∞,

∞∑
n=1

cnn
− q

t

n∑
i=1

|ani|qE|Xni|qI[|aniXni| > ϵn
1
t ]

≤
∞∑
n=1

n−2
n∑

i=1

|ani|pE|Xni|p

≤ C

∞∑
n=1

n−2+δ < ∞,

and
∞∑
n=1

cnn
− q

t (

n∑
i=1

a2niE|Xni|2I[|aniXni| < ϵn
1
t ])q/2

≤ C

∞∑
n=1

nαp−2−αpq
2 (

n∑
i=1

|ani|pE|Xni|p)q/2

≤ C
∞∑
n=1

nαp−2−αpq
2

+ δq
2 ≤ C

∞∑
n=1

nαp(1− q
2
)−1 < ∞
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because δq
2 < 1.

To complete the proof, it is enough to show that the following is
holds;

(3.5)
1

nα

i∑
j=1

anjEXnjI[|anjXnj | < ϵnα] → 0

as n → ∞ for 1 ≤ i ≤ n. Clearly, we can obtain (3.5) by the assumption
EXni = 0 for i ≥ 1, n ≥ 1 and (3.3).

Remark 3.3. The proof of Corollary 3.2 is similar to that of Corollary
2.2 of [9].

Corollary 3.4. Let q ≥ 2 and integer N ≥ 1. Let {Xni, i ≥ 1, n ≥
1} be an array of rowwise mean zero ANA random variables with mixing
coefficients ρ−(s) such that

ρ−(N) < ( 1
6q )

q/2 and E|Xi|p < ∞
for i ≥ 1, n ≥ 1 and 1 < p ≤ 2. Assume that the random variables
in each row are stochastically dominated by a random variable X such
that E|X|p < ∞ for 1 < p ≤ 2 and that {ani, i ≥ 1, n ≥ 1} is an array
of real numbers satisfying

n∑
i=1

|ani|p = O(nδ)

as n → ∞, for some 0 < δ < 2
q and q > 2. Then for any ϵ > 0 and

αp ≥ 1 (3.4) holds.

Corollary 3.5. Let q ≥ 2 and integer N ≥ 1. Let {Xni, i ≥ 1, n ≥
1} be an array of rowwise ANA random variables with mixing coefficients

ρ−(s) such that ρ−(N) < ( 1
6q )

q/2 and EXni = 0 for all i ≥ 1 and n ≥ 1.

Let the random variables in each row be stochastically dominated by a
random variable X. Assume that h(x) is a slowly varying function as
n → ∞ and E|X|rth(|X|t) < ∞, for some r > 1, 0 < t < 2, then for any
ϵ > 0

∞∑
n=1

nr−2h(n)P [ max
1≤i≤n

|
i∑

j=1

Xnj | > ϵn
1
t ] < ∞.

Proof. In Theorem 3.1 we put cn = nr−2h(n), ani = 1 and for any

1 < r
′
< r, choose q such that q > max{2, 2(r−1)

r′−1
, 2t(r−1)

2−t , rt}. For any
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0 < ϵ ≤ 1 we have

(3.6)

n∑
i=1

P [|aniXni| > ϵn
1
t ] ≤ D

n∑
i=1

P [|X| > ϵn
1
t ] by Definition 2.1

≤ Dn
E|X|r

′
t

nr′
by Markov inequality

≤ Dn
E|X|rth(|X|t)

nr
→ 0 as n → ∞

since E|X|r
′
t ≤ CE|X|rth(|X|t) < ∞ by Lemma 2.5.

By Lemma 2.5, we obtain

(3.7)

∞∑
n=1

cn

bn∑
i=1

P [|aniXni ≥ ϵn
1
t ]

=
∞∑
n=1

nr−2h(n)
n∑

i=1

P [|Xni| > ϵn
1
t ]

≤ C
∞∑
n=1

nr−2h(n)
n∑

i=1

P [|X| > ϵn
1
t ] by Definition 2.1

= C
∞∑
n=1

nr−1h(n)P [|X| > ϵn
1
t ]

≤ C
∞∑
i=0

2i+1−1∑
n=2i

2i(r−1)h(2i)P [|X| > ϵ2
i
t ]

≤ C

∞∑
i=0

2irh(2i)P [|X| > ϵ2
i
t ]

= C

∞∑
i=0

2irh(2i)

∞∑
k=i

P [ϵt2k ≤ |X|t < ϵt2k+1]

= C

∞∑
k=0

P [ϵt2k ≤ |X|t < ϵt2k+1]

k∑
i=0

2irh(2i)

≤ C
∞∑
k=0

2krh(2k)P [ϵt2k ≤ |X|t < ϵt2k+1]

≤ CE|X|rth(|X|t) < ∞.
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It follows from Lemma 2.5, Lemma 2.6 (i) and (3.7) that

I =
∞∑
n=1

cnn
− q

t

n∑
i=1

|ani|qE|Xni|qI[|aniXni| < ϵn
1
t ]

=
∞∑
n=1

nr−2− q
t h(n)

n∑
i=1

E|Xni|qI[|Xni| < ϵn
1
t ]

≤ C
∞∑
n=1

nr−2− q
t h(n)

n∑
i=1

E|X|qI[|X| < ϵn
1
t ]

+C

∞∑
n=1

nr−2h(n)

n∑
i=1

P (|X| ≥ ϵn
1
t )

= I1 + I2.

It is obvious that I2 < ∞ by (3.7). It remains to prove I1 < ∞.

I1 = C

∞∑
n=1

nr−1− q
t h(n)E|X|qI[|X| < ϵn

1
t ]

≤ C

∞∑
i=0

2i(r−
q
t
)h(2i)

i∑
k=0

E|X|qI[ϵt2k ≤ |X|t < ϵt2k+1]

≤ C

∞∑
i=0

E|X|qI[ϵt2k ≤ |X|t < ϵt2k+1]

∞∑
i=k

2i(r−
q
t
)h(2i)

≤ C
∞∑
k=0

2k(r−
q
t
)h(2k)E|X|qI[ϵt2k ≤ |X|t < ϵt2k+1]

≤ CE|X|rth(|X|t) < ∞.

Hence, I1 + I2 < ∞, that is,

(3.8) I < ∞.

By Cr inequality and Lemma 2.6 (i) we obtain
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II =

∞∑
n=1

cnn
− q

t (

n∑
i=1

|ani|2E|Xni|2I[|aniXni < ϵn
1
t ])

q
2

=

∞∑
n=1

nr−2− q
t h(n)(

n∑
i=1

E|Xni|2I[|Xni| < ϵn
1
t ])

q
2

≤ C

∞∑
n=1

nr−2− q
t h(n)(

n∑
i=1

E|X|2I[|X| < ϵn
1
t ]

+n
2
t

n∑
i=1

P (|X| ≥ ϵn
1
t ))

q
2

≤ C

∞∑
n=1

nr−2− q
t
+ q

2h(n)(E|X|2I[|X| < ϵn
1
t ])

q
2

+C

∞∑
n=1

nr−2h(n)

n∑
i=1

P (|X| ≥ ϵn
1
t ) = I3 + I4.

It is obvious I4 < ∞ by (3.7). It remains to prove I3 < ∞.

If rt ≤ 2, from the fact that (E|X|2I[|X| < ϵn
1
t ])q/2 ≤ Cn

q
t
− r

′
q

2 (E|X|r
′
t)q/2

for any 1 < r
′
< r, and r − 2 + q

2 − r
′
q
2 < −1, we obtain

(3.9)

I3 ≤ C

∞∑
n=1

nr−2+ q
2
− r

′
q

2 h(n)(E|X|r
′
t)q/2

≤ C

∞∑
n=1

nr−2+ q
2
− r

′
q

2 h(n)(E|X|rth(|X|t))q/2

≤ C

∞∑
n=1

nr−2+ q
2
− r

′
q

2 h(n) < ∞.

If rt > 2, by the fact that

(E|X|2I[|X| < ϵn
1
t ])q/2 ≤ C(E|X|rth(|X|t))q/2

and r − 2− q
t +

q
2 < −1, we obtain

(3.10) I3 ≤ C

∞∑
n=1

nr−2− q
t
+ q

2h(n) < ∞.
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By (3.8), (3.9) and (3.10), we obtain

(3.11) II < ∞.

Thus, conditions (a), (b), (c) and (d) in theorem 3.1 are fulfilled by (3.6),
(3.7), (3.8) and (3.11), respectively. To complete the proof it remains
show that

(3.12) III =
1

n
1
t

max
1≤k≤n

k∑
i=1

EXniI[|Xni| < ϵn
1
t ] → 0, as n → ∞.

In fact, if rt < 1, by Lemma 2.6 (i) we observe

III ≤ 1

n1/t

n∑
i=1

E|Xni|I[|Xni| < ϵn1/t]|

≤ C
1

n1/t
[

n∑
i=1

E|X|I[|X| < ϵn1/t] +
n∑

i=1

n1/tP [|X| ≥ ϵn1/t)]

≤ C[n1−r
′
E|Xr

′
t|+ nP [|X| ≥ ϵn1/t]]

≤ Cn1−r
′
E|X|rth(|X|t) → 0, as n → ∞.

If rt > 1, by the assumption EXni = 0 for i ≥ 1, n ≥ 1 and by Lemma
2.6 (ii) we have

III =
1

n1/t
max
1≤k≤n

|
k∑

i=1

EXniI[|Xni| ≥ ϵn1/t]|

≤ 1

n1/t

n∑
i=1

E|Xni|I[|Xni| ≥ ϵn1/t]

≤ C
n

n1/t
E|X|I[|X| ≥ ϵn1/t]

≤ C
n

n1/t
n(1−r

′
t)/tE|X|r

′
t

≤ Cn1−r
′
E|X|rth(|X|t)

≤ Cn1−r
′
→ 0, as n → ∞.

Hence, the proof is complete.
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